![Image result for sabancı universitesi logo](data:image/jpeg;base64,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)

CS 445 Natural Language Processing

**Project 1: Text Classification**

**Due Date: May 10, 23:55**

In this project, you are expected to develop a text classification system for English customer reviews in two parts. In the first part you will experiment with the non-neural algorithms;

* *Naïve Bayes*
* *Logistic Regression*

In the second part, you will experiment with a neural-based algorithm;

* *Convolutional Neural Networks (CNN)*

**You will be given a Colab notebook and you are supposed to implement these models for binary and multiclass classification with the shared dataset**. **For these different models, you will try different hyper-parameters. You will write your findings, results, and interpretations at the end of the notebook.**

You can find the notebook here:

https://colab.research.google.com/drive/1x3vJ-3--nSt4BT2H7fwOuY4S25GlHL4b?usp=sharing

Please make a copy of this notebook and work on your own copy.

**Dataset**

The dataset provided to you is a part of the customer reviews data collection. It consists of customer reviews from [Yelp](https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset). The documents (customer reviews) were labeled based on their sentiments.

You are provided with a train and test dataset. These datasets consist of two columns;

* ***text***: This column consists of raw text of customer reviews.
* ***label***: This column consists of the multiclass label of sentiments of a given customer review. There are 5 levels of sentiments [1,2,3,4,5]

You are supposed to create two different datasets from the given train and test sets. The first dataset will be a multiclass dataset which has 5 classes, as the original dataset, and the second dataset will be a binary dataset that has only 2 classes. You will create your binary dataset from the original dataset by removing *class 3*, and mapping *classes 1, 2* to 0, and *classes 4, 5* to 1.

**After building your multiclass and binary datasets, please report the class distributions from both train and test sets of each dataset.**

**Implementation Part**

In this project, you are expected to use Google Colab since some of the classification algorithms require more computation. You will do all your implementations on ‘***Project 1 Notebook.ipynb****’* file and submit that file with the expected outputs. The first version of the notebook will only contain relevant cells for *Naïve Bayes* and *Logistic Regression,* the notebook will be updated with the cells for the *Convolutional Neural Network* in the upcoming weeks.

In your implementations, you will do the followings:

* *Preprocessing:*

In this part, after manipulating the original dataset in order to create the multiclass and binary datasets, you can choose to do some preprocessing steps like lowercasing tokens, removing stopwords, stemming, etc. These may be useful for some traditional classification algorithms.

* *Classification:*

In the first part of the project, you will use Naïve Bayes and Logistic Regression classifiers. They use different hyper-parameters. You need to understand these and fine-tune them. You can use the Pipeline and GridSearchCV functions of sklearn for this purpose. To make sure everyone is working with the same hyperparameter space, the parameters will be mentioned below.

1. **Naïve Bayes (NB)**: You will use a pipeline of three components. The first component will be a method you will choose that can vectorize your text input in order to feed it into a classifier. In other words, you can check a module of sklearn for implementing the term-weighting. You should try different *ngrams,* up to 3-grams. For a term to be valid it should exist in at least N documents. You should try 100, 500, and 1000 as your N value. Since your term-weighting method will return a matrix with float values, you should use an appropriate NB method. There is no need to try different parameters for NB, keep the default version. Lastly, a middle component, called DenseTransformer, is implemented in the notebook. You should use this to convert your sparse matrix into a dense matrix.
2. **Logistic Regression (LR)**: There should be only two components of your **LR** pipeline. The first component is the same described above for NB; term-weighting module. Please use the same hyperparameter space for the term-weighting module for the LR pipeline as well. The second component will be the LR classifier. You should set the random state for the classifier to 22. You should also try different values for regularization distribution between L1 and L2 regularization. Please find the correct hyperparameter and try ratios 0.0, 0.5, and 1.0.

You will run the GridSearchCV for both binary and multiclass datasets. Your algorithm should try to maximize the F1-Macro score with 5-fold cross-validation.

You will also report the max, min, mean, and standard deviation of scores for each parameter group (Check the cv\_results\_ of GridSearchCV). Other details are available in the notebook.

In the second part, you will use a Convolutional Neural Network (CNN) classifier. You can use the keras library for implementing your CNN classifier. You will try different hyper-parameters for word embeddings and the CNN algorithm. The base model should consist of an embedding layer followed by at least a Conv and Dense layer. For the embeddings, you should at least try the following three embedding strategies;

* Randomly initialized word embeddings
* Word embeddings trained from scratch with gensim
* Pretrained word embeddings from gensim.api (you can pick one)

For the Conv layer, you should try at least two kernel sizes and filter sizes. For the Dense layer, you should try at least two different hidden layer sizes. All other details are dependent on your choice. You should apply the aforementioned steps for both binary and multi-class classification. Additional to the requirements mentioned, you can try different architectures and embedding strategies. There are much fewer details on the implementation of this part in the notebook. You can find quite different ways of doing every component of CNN part. Please do not forget to add a reference to the pages where you have taken a piece of code, etc. Please report all your findings.

* *Evaluation*:

You are going to report the F1 and Accuracy scores. You will also print the confusion matrix. You will use these to discuss and compare the approaches in your report. Do not just state the obvious please elaborate on the results based on what you have learned in the class.

Make sure that your ‘***Project 1 Notebook.ipynb****’* is well commented. After running all the cells, export the .*ipynb, .py,* *html* output of your notebook, and put a link to your Colab notebook in a txt file, upload that as well. In the end, you should submit 4 files.

You can use the popular/standard python packages. In case you are not sure of a particular library, please ask the instructor or TAs.

You are expected to implement this project on your own. Your scripts will be analyzed by using state-of-the-art tools for any type of plagiarism.

**Report:**

In your report, you are going to summarize your approach and your findings. Discuss what is working and what is not. Especially with CNN, you need to discuss the effects of architecture and word embeddings on performance in detail. You will write your findings at the end of the Colab, section named “My Report”.

**Your notebook will be evaluated with state-of-the-art anti-cheating programs.**

All files should be under the same directory (named as your student ID, only the 5 digit numbers), which you will zip and submit.

Submission Instructions:

* You will submit this project via SUCourse.
* Please check the slides for the late submission policy.
* You can resubmit your project (until the deadline) if you need to.
* Please read this document again before submitting your solution.
* After submitting, you should download your submission to a different path to double-check whether everything is in order.
* Please do your assignment individually, do not copy from a friend or the Internet. Plagiarized assignments will receive -100.